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a b s t r a c t

We study the existence and stability of multibreathers in Klein–Gordon chains with interactions that are
not restricted to nearest neighbors. We provide a general framework where such long range effects can
be taken into consideration for arbitrarily varying (as a function of the node distance) linear couplings
between arbitrary sets of neighbors in the chain. By examining special case examples such as three-site
breathers with next-nearest-neighbors, we find crucial modifications to the nearest-neighbor picture of
one-dimensional oscillators being excited either in- or anti-phase. Configurations with nontrivial phase
profiles emerge from or collide with the ones with standard (0 or π ) phase difference profiles, through
supercritical or subcritical bifurcations respectively. Similar bifurcations emerge when examining four-
site breathers with either next-nearest-neighbor or even interactions with the three-nearest one-
dimensional neighbors. The latter setting can be thought of as a prototype for the two-dimensional
building block, namely a square of lattice nodes, which is also examined.

© 2012 Elsevier B.V. All rights reserved.
1. Introduction

The initial numerical inception of anharmonic modes consist-
ing of a few excited sites in nonlinear lattices [1,2], and their sub-
sequent placement on a rigorous existence basis (under rather
generically satisfied non-resonance conditions) in [3] has trig-
gered a huge growth of interest in the theme of the so-called
discrete breathers. These are exponentially localized in space,
periodic in time states which have subsequently been theoreti-
cally/numerically predicted and experimentally verified to arise
in a very diverse host of applications. These include (but are
not limited to) DNA double-strand dynamics in biophysics [4],
coupled waveguide arrays and photorefractive crystals in non-
linear optics [5–7], breathing oscillations in micromechanical
cantilever arrays [8], Bose–Einstein condensates in optical lattices
in atomic physics [9], and granular crystals [10]. The interest in
this theme has also been mirrored in a wide array of reviews on
methods of identifying and analyzing such intrinsically localized
modes [11–14].

More recently, the stability of the discrete breather configu-
rations, especially in the case of the excitation of multiple sites
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has been of particular interest. One approach to obtaining rele-
vant results consists of the so-called Aubry band theory [14], used
e.g. in [15,16]. This led to the conclusion that for soft nonlinear
potentials multi-breathers with any subset of adjacent sites be-
ing excited in-phase are unstable, while ones with all adjacent
sites in anti-phase can be stable in the vicinity of the so-called
anti-continuum limit of uncoupled anharmonic oscillators. A com-
plementary theory that yields insights on both the existence and
the stability of multibreathers has been pioneered by MacKay
and collaborators; see e.g., [17–19]. This is the so-called effective
Hamiltonian method which is identified by averaging over the
period of the unperturbed solution and using the proper action-
angle variables. The extrema of the resulting effective Hamiltonian
determine the relative phases of adjacent excited sites in themulti-
site breather solution,while the relevant Hessian is intimately con-
nected to the Floquet multipliers of the associated periodic orbit.
Using this methodology, the work of [20] retrieved as well as
refined the results of [15] for arbitrary phase relations between
the excited oscillators of such multi-breather configurations. The
equivalence between these two basic methods and their conclu-
sionswas recently established in [21].We should also note in pass-
ing that similar results have been acquired also in configurations
where there are ‘‘holes’’ between the excited breather sites [22],
through higher order perturbation theory generalizing the above
conclusions to the cases with one-site holes. On the other hand,
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the existence and stability of single/multi-site breathers have been
studied in diatomic FPU lattices. The work of [23] was based on a
discrete Sturm theorem which necessitated (for the separation of
the space n and time t variables) a potential which was at least
purely quartic. In the realmof latticeswith longer than the nearest-
neighbor interactions a variety of issues have been considered such
as, e.g. in [24], the existence and bifurcation of quasi periodic trav-
eling waves in nonlocal lattices with polynomial type potentials.

In the presentwork,we consider the generalization of the above
settings, which are principally concerned with the interaction be-
tween nearest neighbors, to the case with longer range neighbor
interactions for Klein–Gordon chains. Upon revisiting the nearest
neighbor case and presenting the effective Hamiltonian formalism
(of MacKay and collaborators) there (Section 2) for existence and
stability of multibreathers, in Section 3, we generalize this formal-
ism to the case of an arbitrary number of neighbors (denoted by r)
interacting with each other. By specializing to the case of nearest
and next-nearest neighbor interactions (and three-site breathers)
as our first case example of the application of the results in
Section 4, we already infer the fundamental modifications to the
standard picture that ensue due to interactions beyond nearest
neighbors. These include configurations that have non-standard
relative phases between adjacent oscillators, a feature which is ab-
sent in the nearest-neighbor interaction case [25] and also symme-
try breaking bifurcations that arise due to the ‘‘collision’’ of branches
of solutions with such non-trivial phase relations, with more stan-
dard ones with relative phases of 0 or π between adjacent os-
cillators. The generic nature of these conclusions is confirmed by
considering the case examples of four-site breathers with next-
nearest-neighbor interactions in Section 5 and such breathers with
interaction ranges of r = 3 in Section 6. The latter setting is very
close to genuinely two-dimensional setting in a square lattice pla-
quette, which constitutes our final example in Section 7. We close
our presentation with some remarks on the parallels of our results
with the simpler case of the discrete nonlinear Schrödinger lat-
tices [26] (Section 8), which has been examined earlier in [27,28],
aswell as a summary of our conclusions and some future directions
(Section 9).

2. Background: the classical Klein–Gordon chain

The Hamiltonian of a Klein–Gordon chain with nearest-neigh-
bor (NN) interactions is the following

H = H0 + εH1 =

∞
i=−∞


1
2
p2i + V (xi)


+

ε

2

∞
i=−∞

(xi − xi−1)
2 , (1)

which leads to the equations of motion

ẍi = −V ′(xi) + ε(xi−1 − 2xi + xi+1).

It is well known that this system supports discrete breather,
as well as, multibreather solutions. As indicated above, there are
several papers dealing with the existence and stability of these
motions; see e.g. [3,29–31,17,15,20,22].

2.1. Persistence of multibreathers

The derivation of the persistence conditions will be based on
the notion of the anticontinuum limit and the results of [17]. In the
anti-continuum limit ε = 0, we consider all the oscillators of the
chain at rest except for n+1 ‘‘central’’ oneswhichmove in periodic
orbits of frequencyω, butwith arbitrary initial phases. This trivially
space localized and time-periodic motion is denoted by z0(t)
and let S = {0, 1, . . . , n} the set of indices corresponding to the
central oscillators. To these oscillators, we perform the action-
angle (x, p) → (w, J) canonical transformation. The Hamiltonian
then becomes H = H(wi, Ji, xj, yj) with i ∈ S and j ∈ Z \ S. After
that, we perform a second canonical transformation

ϑ = w0 A =

n
j=0

Jj

φi = wi+1 − wi Ii =

n
j=i

Jj i = 1, . . . , n

where φi denote the n phase differences between the n + 1 suc-
cessive oscillators and Ii are the conjugate generalized momenta.
Using these variables, the Hamiltonian becomes H = H(φj, Ij, ϑ,
A, xj, pj). We define then

Heff(φi, Ii, A) =


H ◦ z(t)dt,

where z(t) is a periodic orbit obtained by a continuation procedure
using a constant symplectic ‘‘area’’ A. Since in Heff the variable ϑ is
ignorable by construction, the conjugate variable A will be a con-
stant of motion. We expand all the variables involved in a power
series of ε and keep the leading order terms. In this level of approx-
imation, z(t) can be taken equal to z0(t). So, Heff can be written as

Heff
= H0(Ii) + ε⟨H1⟩(φi, Ii) (2)

where we have omitted constant and higher order terms. The av-
erage value of the coupling part of the Hamiltonian is

⟨H1⟩(φi, Ii) =
1
T


H1(ϑ, φi, Ii)dt

where all the calculations have been made along the unperturbed
periodic orbit z0.

In [17] it was proven that the critical points of the dynamical
systemassociatedwithHeff are in one-to-one correspondencewith
the periodic orbits of the original H-system which will be contin-
ued for ε nonzero but small enough to provide multibreathers. So,
by using the form of Heff of (2), we obtain the persistence condi-
tions for the existence of n + 1-site multibreathers as

∂⟨H1⟩

∂φi
= 0, i = 1, . . . , n. (3)

Note that the persistence conditions are the same for every lattice
casewhere the Hamiltonian can bewritten in the forH = H0+εH1
with ∂⟨H1⟩

∂φi
≢ 0.

In order to obtain specific conditions about the configurations
which persist for ε ≠ 0, to provide multibreathers, we need to
calculate ⟨H1⟩. The motion of the central oscillators for ε = 0 can
be described by

xi(wi) =

∞
m=0

Am(Ji) cos(mwi). (4)

Since the action Ji remains constant along an orbit in the anticon-
tinuum limit, xi depends only on wi. So, the average value of H1
becomes [20, Appendix A]

⟨H1⟩ = −
1
2

∞
m=1

n
s=1

A2
m cos(mφs)

and the persistence conditions (3) become in the case of Klein–
Gordon chains with nearest neighbor interactions,

∂⟨H1⟩

∂φi
= 0 ⇒ M(φ) ≡

∞
m=1

mA2
m sin(mφi) = 0,

i = 1, . . . , n. (5)
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The function M(φ) possesses the obvious roots φi = 0, π , while
it has no others, as it is shown in [25].1 Additionally, the result-
ing breather states are exponentially localized in space as it can be
shown in the framework of [33].

2.2. Stability of multibreathers

The spectral stability of the above mentioned multibreather
solutions or, equivalently, the linear stability of the corresponding
periodic orbits is determined through its characteristic exponents
σi. These exponents are connected with the corresponding Floquet
multipliers by the relation

λi = eσiT ,

where T = 2π/ω is the period of the multibreather. Due to the
Hamiltonian character of the system there is a pair of exponents
identically equal to zero. The non-zero characteristic exponents of
the central oscillators correspond to the eigenvalues of the (2n ×

2n) stability matrix [17] E = �D2Heff, where Ω is the matrix of the
symplectic form � =


O −I
I O


and I is the n × n identity matrix.

The effective HamiltonianHeff, as it has already beenmentioned, in
first order of approximation is given by Heff

= H0 + ε⟨H1⟩. So, the
stability matrix E, to leading order of approximation and by taking
into consideration the form of Heff, becomes

E =


A B
C D


=


εA1 εB1

C0 + εC1 εD1



=

 −ε
∂2⟨H1⟩
∂φi∂ Ij

−ε
∂2⟨H1⟩
∂φi∂φj

∂2H0
∂ IiIj

+ ε
∂2⟨H1⟩
∂ Ii∂ Ij

ε
∂2⟨H1⟩
∂φj∂ Ii

 . (6)

Since the only possible solutions are the ones with φi = 0, π
and we consider central sites oscillating with the same frequency
ω, we get that A1 = D1 = 0 and so, the nonzero characteristic
exponents are given to leading order of approximation by

σ±i = ±
√

ε χ1i + O(ε3/2) i = 1, . . . , n, (7)

where χ1i are the eigenvalues of thematrix B1 ·C0. Due to the form
of the J → I transformation the C0 matrix becomes (see [20, Ap-
pendix B])

C0 =
∂2H0

∂ Ii∂ Ij
= −

∂ω

∂ J
· L

= −
∂ω

∂ J
·


2 −1 0

−1 2 −1 0
. . .

. . .
. . .

0 −1 2 −1
0 −1 2

 .

So, (7) becomes, up to leading order terms,

σ±i = ±


−ε

∂ω

∂ J
χz i i = 1, . . . , n, (8)

where χz i are the eigenvalues of Z = B1 · L.
For systems of the form (1) we get

B1 =
∂2

⟨H1⟩

∂φi∂φj
=


fi for i = j
0 for i ≠ j,

1 One could present the case of phonobreathers (see e.g. [32]) as a counterexample
of this statement. But, these motions are substantially different from the
multibreatherswe study in thiswork, in the sense that, in the anticontinuoum limit,
in the case of phonobreathers all the sites of the lattice are excited,while, in our case
there is a specific number of n + 1 adjacent central oscillators.
with

fi = f (φi) =
1
2

∞
m=1

m2A2
m cos(mφi). (9)

So, Z can be written as

Z = B1 · L =
∂2

⟨H1⟩

∂φi∂φj
·


2 −1 0

−1 2 −1 0
. . .

. . .
. . .

0 −1 2 −1
0 −1 2



=


2f1 −f1 0
−f2 2f2 −f2 0

. . .
. . .

. . .

0 −fn−1 2fn−1 −fn−1
0 −fn 2fn

 . (10)

Note that, for linear stability we require all the Floquet multi-
pliers to lie on the unit circle, which is tantamount to all the char-
acteristic exponents being purely imaginary. This depends on the
sign of P = ε ∂ω

∂ J and the sign ofχz as it can be seen from (8). Finally,
by using some counting theorems [20] for (10), we obtain:

Theorem 1 ([20]). In systems of the form (1), if P ≡ ε ∂ω
∂ J < 0 the

only configuration which leads to linearly stable multibreathers, for
|ε| small enough, is the one with φi = π ∀i = 1, . . . , n (anti-phase
multibreather), while if P > 0 the only linearly stable configuration,
for |ε| small enough, is the one with φi = 0 ∀i = 1, . . . , n (in-
phase multibreather). Moreover, for P < 0 (respectively, P > 0), for
unstable configurations, their number of unstable eigenvalues will
be precisely equal to the number of nearest neighbors which are in-
(respectively, in anti-) phase between them.

Remark 1: Note that, the form of the matrix C0 is such due to the
form of the J → I transformation and the fact that in the anti-
continuum limit ∂H0

∂ J = ω and ωi = ω for i = 1, . . . , n. So, it is
independent of the range of the interaction between the oscilla-
tors of the chain and it will remain the same in what follows. On
the other hand, the diagonal form of B1 will change if longer range
interactions are added to the system. So, the theoremwill no longer
hold but the general methodology will still apply and the charac-
teristic exponents of themultibreatherwill be given by (8).Wewill
consider this case in what follows.
Remark 2: In our previous works we used the term ‘‘out-of-phase’’
for φ = π configurations. This was because the only out-of-phase
configuration was the φ = π one. In the present work, since, as
we will see in the next section, there are out-of phase configura-
tions with φ ≠ π , we use the term ‘‘anti-phase’’ for the φ = π
configuration.
Remark 3: As indicated in [22], it is possible to generalize the
stability considerations to the casewhere not all of these oscillators
are adjacent to each other, however, wewill not concern ourselves
with this additional complication herein.
Remark 4: In the present paper we consider only the linear sta-
bility of the multibreathers. One may naturally be concerned
about the possibility of a stronger form of a stability result. In
that light, it could be expected to acquire exponential stability of
these solutions like it is proven in [34] for single-site breathers
in Klein–Gordon chains with interactions which decrease alge-
braically with respect to the lattice site distances. In addition,
in [35] in a different context (in a chain of coupled symplectic
maps) it is shown numerically that, there exist areas in the phase
space around the periodic orbits of the breathers where, if the
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Fig. 1. The classical nearest-neighbor Klein–Gordon chain.

Fig. 2. The r = 2 Klein–Gordon chain with next nearest neighbor interactions.

motion starts inside it, it will remain there for very long times
(in computational terms, practically forever). These facts imply
that one could also acquire exponential stability for this kind of
systems. On the other hand, special realizations of 1D chains such
as the one considered in [36] can enable the proof of asymptotic
stability by taking an appropriate solution limit.

3. Klein–Gordon chain with long range interactions

The picture radically changes when the chain involves interac-
tionswith range longer thanmere nearest neighbors. The range pa-
rameter r will be used to indicate the interaction length between
the oscillators of the chain. So, for the classic nearest neighbor
chain the range is r = 1 as shown in Fig. 1 while for the next near-
est neighbor (NNN) chain the range is r = 2 as illustrated in Fig. 2
etc. The coupling force between the oscillators of the chain is lin-
ear and the coupling constants εi, i = 1, . . . , r are not, in general,
equal.

The Hamiltonian of a 1D KG chain with long range interactions
is:

H =

∞
i=−∞


p2i
2

+ V (xi)


+
1
2

∞
i=−∞

r
j=1

εj

xi − xi+j

2 (11)

which leads to the equations of motion

ẍi = −V ′(xi) +

r
j=1

εj(xi−j − 2xi + xi+j).

3.1. Persistence of multibreathers

Let εj = kjε, with k1 = 1, then the Hamiltonian (11) becomes

H = H0 + εH1 =

∞
i=−∞


p2i
2

+ V (xi)


+
ε

2

∞
i=−∞

r
j=1

kj

xi − xi+j

2
. (12)

Now, since theHamiltonian iswritten in the formH = H0+εH1
the persistence conditions (3) can be used. If we consider again
n+ 1 ‘‘central’’ oscillators and xi =


∞

m=0 Am cos(mwi), we get for
this case

⟨H1⟩ = −
1
2

∞
m=1

r
j=1

n−j+1
s=1

A2
mkj cos


m

j−1
l=0

φs+l


. (13)

Note that, in the above we considered r 6 n since any interaction
of oscillators with r > n does not affect the calculations, which are
performed in the anti-continuum limit. So, if one considers r > n
then for the calculations in this section it would be equivalent to
the choice of r = n. By differentiating Eq. (13) with respect to φi
we get

∂⟨H1⟩

∂φi
= 0 ⇒

∞
m=1

r
p=1

z2
s=z1

mA2
mkp sin


m

p−1
l=0

φs+l


= 0, (14)

or, by taking into consideration the definition of (5),

r
p=1

z2
s=z1

kpM


p−1
l=0

φs+l


= 0, (15)

where z1 = max(1, i − p + 1) and z2 =


i for i + p − 1 6 n
n − p + 1 for i + p − 1 > n.

Eqs. (13) and (14) (or (15)) may seem cumbersome to handle,
but will be easier to use in the concrete examples that will follow
in the next sections.

Remark. Note that, in order for the system to ‘‘see’’ the long range
interaction, and reveal all the relevant phenomena, one has to
consider n + 1-site breathers, with n > r . If the case of n < r is
considered, only the phenomena which correspond to r = n will
appear.

3.2. Stability of multibreathers

Since H = H0 + εH1 the methodology described in Section 2
can be used in order to determine the linear stability of multi-
breathers in this case as well. As we have already mentioned the
characteristic exponents of themultibreather provided by the per-
sistence conditions (14) are given, to leading order of approxima-
tion, by (8), i.e.

σ±i = ±


−ε

∂ω

∂ J
χz i, i = 1, . . . , n,

where χz i are the eigenvalues of Zwith

Z = B1 · L =
∂2

⟨H1⟩

∂φi∂φj
·


2 −1 0

−1 2 −1 0
. . .

. . .
. . .

0 −1 2 −1
0 −1 2

 ,

with i, j = 1, . . . , n. (16)

For linear stability we need all the characteristic exponents
to be purely imaginary. So, if P = ε ∂ω

∂ J < 0 we need all the
eigenvalues of Z to be negative, while if P = ε ∂ω

∂ J > 0 we need
all the eigenvalues of Z to be positive.

As it has been already mentioned, the form of the matrix L
remains the same as in (10) but the form of B1 varies for different
values of the range r .

Without loss of generality we can consider i 6 j, since the B1
matrix is symmetric. Let d = j − i + 1, then the general form of
∂2⟨H1⟩
∂φi∂φj

is

∂2
⟨H1⟩

∂φi∂φj
=


0 if d > r
1
2

∞
m=1

r
p=d

z2
s=z1

m2A2
mkp cos


m

p−1
l=0

φs+l


if d 6 r,

(17)

or, by taking under consideration the definition of (9),

∂2
⟨H1⟩

∂φi∂φj
=


0 if d > r
r

p=d

z2
s=z1

kpf


p−1
l=0

φs+l


if d 6 r. (18)
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Fig. 3. (Color online) Two snapshots of a 3-site (n = 2), anti-phase (φ1 = φ2 = π ) multibreather in a range r = 2 Klein–Gordon chain with ε1 = ε2 = 0.02 and frequency
ω = 2π/7. See also Inline Supplementary Video 1.
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Fig. 4. (Color online) Three snapshots of a 3-site (n = 2), phase-shift (φ1 = φ2 ≠ 0, π ) multibreather in a range r = 2 Klein–Gordon chain with ε1 = ε2 = 0.02 and
frequency ω = 2π/7. See also Inline Supplementary Video 2.
Now z1 is given by z1 = max(1, i− p+ d), while z2 is still given
by z2 =


i for i + p − 1 6 n
n − p + 1 for i + p − 1 > n.

We cannot formulate a general theorem like Theorem 1 in the
case on lattices with r > 1 since the sign of the eigenvalues of
Z depends on the number of the roots the persistence conditions
have. As long as there exist only standard multibreathers the
situation is described by Theorem 1. But, when phase-shift
breathers emerge the situation changes and we cannot a priori
determine the sign of χz ’s. In that light a theorem analogous to
Theorem 1 appears unlikely in a general setting.

In order to demonstrate the use of the results of this section, in
what follows, we will examine some particular cases.

4. 3-site breathers with r = 2

4.1. The ε1 = ε2 = ε case

4.1.1. Persistence of multibreathers
The simplest case to check the effect of long range interactions

is the one of 3 central oscillators (i.e. n = 2) and range r = 2. As
we have already mentioned, any range r > 2 would not affect our
calculations. First we will check the case k1 = k2 = 1 ⇒ ε1 =

ε2 = ε.
In this case the Hamiltonian (12) reads

H = H0 + εH1 =

∞
i=−∞

1
2
p2i + V (xi)

+
ε

2

∞
i=−∞


(xi − xi+1)

2
+ (xi − xi+2)

2 .
Since we consider a 3-site breather, H1 becomes at the anti-
continuum limit

H1 = x21 + x22 + x23 + (x1 − x2)2 + (x1 − x3)2 + (x2 − x3)2

and

⟨H1⟩ = −
1
2

∞
m=1

A2
m {cos(mφ1)

+ cos(mφ2) + cos[m(φ1 + φ2)]} ,
according also to (13), for n = 2 and r = 2. The persistence
conditions (14) become

∂⟨H1⟩

∂φi
= 0 ⇒

∞
m=1

mA2
m {sin(mφi) + sin[m(φ1 + φ2)]} = 0,

for i = 1, 2 (19)

or, by taking into consideration the definition ofM(φ) in (5),

M(φi) + M(φ1 + φ2) = 0, for i = 1, 2. (20)

This equation, in addition to the standard solutions

φi = 0, π,

provides also the solutions

φ1 = φ2 = 2π/3, φ1 = φ2 = 4π/3.

The multibreather solutions with φi ≠ 0 are called phase-shift
multibreathers or phase-shift breathers. The anti-phase and phase-
shift configurations are depicted in Figs. 3 and 4. For a better visu-
alization one can also refer to Inline Supplementary Videos 1 and 2
(Inline Supplementary Video 3 shows an in-phase configuration).

Inline Supplementary Videos 1, 2 and 3 can be found online at
http://dx.doi.org/10.1016/j.physd.2012.08.011.

In order to produce these figures (and videos) we used the on-
site potential V (x) =

x2
2 − 0.15 x3

3 − 0.05 x4
4 and initial conditions

which correspond tomotionwith period T = 7 and frequencyω =

2π/T = 2π/7 ≃ 0.8976. The same potential is used for every
numerical calculation throughout thiswork, although it is straight-
forward to apply the relevant notions to arbitrary potentials of the
Klein–Gordon type.
Remark 1: The persistence conditions (20) provide 2 equations.

M(φ1) + M(φ1 + φ2) = 0
M(φ2) + M(φ1 + φ2) = 0.

(21)

By substraction of Eqs. (21) we get

M(φ1) = M(φ2) (22)

which has, besides the trivial solutions φi = 0, π , two other
obvious solutions: φ1 = φ2 and φ1 + φ2 = π for 0 6 φi 6 2π .

http://dx.doi.org/10.1016/j.physd.2012.08.011
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The last solution does not provide any new information because by
substituting this into Eq. (21) we get M(φ1) = M(φ2) = 0, which,
as it is shown in [25], only possesses the φi = 0, π solutions. But
theφ1 = φ2 = φ solution can reduce the two Eqs. (21) into Eq. (23)

M(φ) + M(2φ) = 0. (23)

Remark 2: Our numerical computations strongly suggest that for
all the phase-shift solutions it is φ1 = φ2, yet a rigorous proof of
this fact is still an open problem. So, Eq. (23) can be used in order
to calculate all the solutions of the persistence conditions (20), ex-
cept for themixed one {φ1 = 0, φ2 = π} (or equivalently {φ1 = π,
φ2 = 0}).
Remark 3: In the case under consideration (n = 2, r = 2, ki = 1),
all the available solutions correspond to φi’s which make each of
the terms of the sum vanish in (19) which obviously provides a
zero total.
Remark 4: The case under consideration is equivalent to the 3-site
breathers on a hexagonal lattice which has already been studied
in [31,37]. It can be effectively considered as a one-dimensional
realization of such a lattice. In that context, the phase-shift
multibreathers can be alternatively thought as ‘‘discrete vortices’’,
as they are solutionswhich complete a phase rotation by 2π , as one
traverses a discrete contour (which consists of the relevant triangle
of sites).
Remark 5: As an aside, it should be mentioned that an additional
motivation for the consideration of such next-nearest neighbor
interactions stems from the consideration of zigzag arrays, similar
to the waveguide arrays proposed theoretically in the context of
nonlinear optics (and hence in the realm of the DNLS equation)
in [38].
Remark 6: The stability of the above mentioned breathers will be
discussed at the end of the next section as a special case of themore
general unequal coupling one.

4.2. The ε1 ≠ ε2 case

4.2.1. Persistence of multibreathers
Although the ε1 = ε2 case is the easiest and allows us to per-

form some analytic calculations as well, the natural consideration
for the case of next-nearest neighbors is the one with ε1 ≠ ε2.
Intuitive physical considerations suggest to enforce ε1 > ε2 (con-
sidering coupling force decreasing with the distance between the
oscillators) but there are configurations (like the zigzag one)which
may also justify settings with ε1 < ε2 [38]. Let k1 = 1 and k2 = k
or, ε1 = ε and ε2 = kε. In this case, the Hamiltonian (12) reads

H = H0 + εH1 =

∞
i=−∞

1
2
p2i + V (xi)

+
ε

2

∞
i=−∞


(xi − xi−1)

2
+ k(xi − xi−2)

2 .
Since we consider a 3-site breather (n = 2) we have only two in-
dependent φi’s in the anti-continuum limit and by (13) we get

⟨H1⟩ = −
1
2

∞
m=1

A2
m {cos(mφ1)

+ cos(mφ2) + k cos[m(φ1 + φ2)]} .

This leads to the persistence conditions:

∂⟨H1⟩

∂φi
= 0 ⇒

∞
m=1

mA2
m {sin(mφi) + k sin[m(φ1 + φ2)]} = 0

or
M(φi) + kM(φ1 + φ2) = 0 for i = 1, 2.

(24)
Fig. 5. (Color online) The bifurcation diagram for a 3-site (n = 2) breather in
a r = 2 Klein–Gordon chain with k = ε2/ε1 . A pitchfork bifurcation occurs for
k = kcr = 0.48286. The curve is calculated using two methods. The first method
is to use the full model, calculate the multibreather solutions with ε = 0.001 and
depict them as well as their stability. The second method is to solve numerically
(24) and check when solutions with φi ≠ 0, π appear. The curves produced with
the twomethods practically coincide (i.e., no difference is discernible at the scale of
the plot). The various families that appear here are depicted in more detail in Fig. 6.

Remark. By using the same arguments as in the previous section,
if we consider φ1 = φ2, we get from (24),

∞
m=1

mA2
m [sin(mφ) + k sin(2mφ)] = 0

or
M(φ) + kM(2φ) = 0.

(25)

So, one could use (25) instead of (24) as the relevant persis-
tence condition in order to calculate all the solutions of (24) except
for the mixed one {φ1 = 0, φ2 = π} (or equivalently {φ1 = π,
φ2 = 0}).

In the k = 1 (ε1 = ε2) case, one couldmake a choice of φ1 = φ2
= 2π/3 or 4π/3 in order to have {sin(mφi) + sin[m(φ1 + φ2)]} =

0 ∀m, so that the total sum in (19) would vanish also. This is not
possible in the k ≠ 1 case. So, one may be led to believe that this is
an isolated solution and that possibly there are no other solutions
than φ = 0 and φ = π in this case. However, it instead turns out
that there can be other solutions also which can be calculated nu-
merically for k ≠ 1. In fact, there is a critical value kcr = 0.48286
of k where a pitchfork bifurcation occurs (Fig. 5). For values k <
kcr the only solutions Eq. (24) (or (25)) has are the trivial ones
φi = 0, π . For k > kcr , i.e., past the supercritical pitchfork bifur-
cation point, other solutions appear with φi ≠ 0, π (phase-shift
breathers) as is shown in Fig. 5; see also Fig. 6.

The bifurcation curve has been calculated in two ways. Firstly
by numerically modeling the full system using a small value of
ε = 0.001 and secondly by numerically solving the transcendental
existence conditions (24)). The two curves practically coincide,
which illustrates the remarkable accuracy of the theory in the
vicinity of the anti-continuum limit.

A phase-shift breather with k = 0.54 is depicted in Fig. 7. For a
better visualization of this breather one can also see Inline Supple-
mentary Video 4.

Inline Supplementary Video 4 can be found online at http://dx.
doi.org/10.1016/j.physd.2012.08.011.

It should be noted here that it is worthwhile to examine sep-
arately the dynamics ensuing from the above bifurcation and the
evolution of the system along its unstable eigendirections. While
this is a subject meriting detailed investigation in its own right,
we point out here that the expectation is that the dynamics of the
newly unstable branches will revolve around the stable (center)
branches that emerge from the bifurcation.

http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
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a b c

Fig. 6. (Color online) The various families that constitute Fig. 5 are depicted. Portraits of the configuration of the central oscillators for the different multibreather families
are shown as insets in the corresponding diagrams. The line type in the figures depends on the number of positive χz (equivalently, the number of real eigenvalue pairs for
P ≡ ε ∂ω

∂ J < 0) the corresponding family possesses: no positive χz corresponds to solid line, 1 positive χz corresponds to dashed line and 2 to dashed–dotted line. In (a)
the in-phase configuration is depicted {φ1 = φ2 = 0 (or 2π)} which possesses 2 positive χz . In (b) the mixed configuration is shown {φ1 = 0, φ2 = π} which possesses
1 positive and 1 negative χz . In (c) two families are shown. The first is the anti-phase one {φ1 = φ2 = π}. It has 2 negative χz until k < kcr = 0.48286 while it has 1
positive and 1 negative χz for k > kcr . At this point the anti-phase family bifurcates to provide the phase-shift configuration {φ1 = φ2 ≠ 0, π}. This family is represented by
φ1 = φ2 = (2) or φ1 = φ2 = (3) and has no positive (2 negative) χz . All of these together are depicted in Fig. 5. When two line segments coincide the more dense is shown.
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Fig. 7. (Color online) Snapshots of a phase-shift 3-site, r = 2, breather for ε1 = 0.02 and ε2 = k2ε1 = 0.56ε1 and frequency ω = 2π/7. See also Inline Supplementary
Video 4.
4.2.2. Stability of multibreathers
By using the previously developed theory, we can calculate

the characteristic exponents of the various configurations of 3-
breathers in this lattice setting. The characteristic exponents of the
specific solutions are given to first order of approximation by (8)
as

σ±i = ±


−ε

∂ω

∂ J
χz i,

where χz i are the eigenvalues of the matrix Z defined in (16).
In the case under consideration of 3-site (n = 2) breathers with

range r = 2 we have, also from (18),

∂2
⟨H1⟩

∂φi∂φj
=


f (φ1) + kf (φ1 + φ2) kf (φ1 + φ2)

kf (φ1 + φ2) f (φ2) + kf (φ1 + φ2)


and L =


2 −1

−1 2


.

So, we get from (16),

Z =
∂2

⟨H1⟩

∂φi∂φj
· L =


2f1 + kf1+2 kf1+2 − f1
kf1+2 − f2 2f2 + kf1+2


,

where the function f (φ) is defined as in (9), and f1+2 ≡ f (φ1 +φ2),
while fi = f (φi) for i = 1, 2.

For linear stability it is required that all of the characteristic
exponents be purely imaginary. So, the stability is determined by
the sign of χz i.

In particular,we check the configurations that can appear in this
case.

• φ1 = φ2. This is the general case and includes the in-phase
{φ1 = φ2 = 0}, the out-of-phase {φ1 = φ2 = π} and phase-
shift configurations {φ1 = φ2 ≠ 0, π}. The corresponding
eigenvalues χz are χz1 = 3fφ and χz2 = fφ + 2kf2φ .

• φ1 = 0, φ2 = π . This is the only solution with φ1 ≠ φ2. For this
case it isχz1,2 = f0+(1+k)fπ±


f 20 − (1 + k)f0fπ + f 2π (1 − k + k2).
Remark. We have that f0 > 0 as a direct consequence of the
definition (9) of f (φ). On the other hand it is fπ < 0. This can
be rigorously proven [20, Lemma 3] but it can also be intuitively
understood by the definition (9) of f (φ) and the fact that the first
term of the Fourier expansion of x(w) (4) is the dominant one.
Using the same arguments we can conclude that |f0| > |fπ |. So,
we can immediately conclude that in the in-phase {φ1 = φ2 = 0}
configuration it is χz i > 0, while in the mixed {φ1 = 0, φ2 = π}

configuration it is χz1 > 0, χz2 < 0.

On the other hand for the anti-phase {φ1 = φ2 = π} configu-
ration, the formulas for the χz i read

χz1 = 3fπ and χz2 = fπ + 2kf0. (26)

The χz1 eigenvalue is always negative while the sign of the χz2 de-
pends on the value of k. This can provide us with a criterion about
the value of kcr where the bifurcation occurs, since, at this point
χz2 changes sign. So, by (26) we get χz2 = 0 ⇒ kcr = −

fπ
2f0

.
The values of f0 and fπ dependon the particular on-site potential

as well as on the frequency we examine. So, the value kcr is not
fixed. But, if we consider breathers with relatively low amplitude,
which amounts to the breather frequency ω being close to the
phonon frequency ωp, a rough estimation of kcr can be made. In
such a case, the nonlinear character of the system is not fully
revealed yet which means that the A1 term in the development (4)
is by far the most dominant one. This results in |f0| ≃ |fπ | and
consequently kcr ≃ 0.5.

In order to check our estimation, we perform some numerical
calculations for the lattice with potential V (x) =

x2
2 − 0.15 x3

3 −

0.05 x4
4 which we use throughout this work, considering a motion

with ω = 2π/7 ≃ 0.8976. For this frequency, it is |f0/fπ | ≃ 1, as
can be seen in Fig. 8, so our estimation holds. In particular, it is
fπ = −1.48658, f0 = 1.53934 and kcr = −

fπ
2f0

= 0.48286, which
is precisely the value where the bifurcation occurs, while being
very close also to the rough estimation (of 0.5) above. Note that,
as it can be seen in Fig. 8, if we had chosen a smaller breather
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Fig. 8. (Color online) Dependence of the |f0/fπ | ratio with respect to the frequency
ω of the breather.

frequency ω, our estimation would be completely mistaken, since
for small values of ω it is |f0/fπ | ≫ 1.
Remarks about Figs. 5 and 6: In these figures all the multibreather
families that exist in the present configuration (n = 2, r = 2) are
shown. The multibreather families correspond to solution families
of Eqs. (24). These families are categorized by the phase differences
φi between the successive oscillators in the anticontinuous limit.
The values of φi in the usual families (φi = 0, π ) are constant with
increasing k, while in the phase-shift (φi ≠ 0, π ) families their
values change with respect to k.

The various solution families are represented by various line
(or curve) segments in the figures. The kind of the line depends
on the number of positive χz (i.e., of real eigenvalue pairs for
P ≡ ε ∂ω

∂ J < 0) that the corresponding solution has. So, for no
χz > 0 we use a solid line, for one χz > 0 we use a dashed
line while for two χz > 0 we use a dashed–dotted line. Since in
Fig. 5 some of the families coincide, we separated the information
in this figure into 3 panels in Fig. 6. These 3 panels together
compose Fig. 5. If the segments which represent two or more
distinct families of solutions coincide, the more dense is shown in
the figure. As a result only solid and dashed segments appear in
Fig. 5. In order to facilitate the visualization of the various families,
we added insets in Fig. 6 demonstrating the profiles of (and hence
illustrating the phase difference between) the central oscillators
in the anticontinuum limit. The families that are depicted in Fig. 6
are:
• {φ1 = φ2 = 0 (or 2π)} (in-phase). This family is shown in

Fig. 6(a) and possesses 2 positive χz .
• {φ1 = 0 or π, φ2 = π} (mixed). This family is depicted in

Fig. 6(b) and possesses 1 positive and 1 negative χz .
• {φ1 = φ2 = π} (anti-phase). It is represented in Fig. 6(c) by

φ1 = φ2 = (1). It has no positive χz until k < kcr while it
has 1 positive and 1 negative χz for k > kcr . At this point the
φ1 = φ2 = π family becomes subject to the bifurcation that
gives rise to phase-shift multibreathers.

• φ1 = φ2 ≠ 0, π (phase-shift). This family is represented in
Fig. 6(c) by φ1 = φ2 = (2) or φ1 = φ2 = (3) and has no posi-
tive χz .

Since the stability of the multibreathers is also determined by the
sign of P ≡ ε ∂ω

∂ J , the above are summarized, in terms of stability of
the solutions, in Table 1.
Stability of the various 3-site breather configurations in the ε1 = ε2
case: Using the above derived results we can conclude what is
already known from [31,37], i.e. for P < 0, as long as k < kcr the
only stable configuration is the anti-phase one, while for k > kcr
the stable configuration is the phase-shift one (which corresponds
in this case to the ‘‘vortex’’ configuration of [31,37]). On the other
hand for P > 0 the only stable configuration is the in-phase one.
Fig. 9. (Color online) In this diagram all the existing families of 4-site (n = 3)
breathers in a KG chain with range r = 2 are depicted. For a more detailed view of
the particular families appearing in this diagram, refer also to Fig. 10.

5. 4-site breathers with r = 2

In the next configuration we will consider four central oscilla-
tors, in order to study larger configurations, but we will keep the
range to r = 2 as a first step.

5.1. Persistence of multibreathers

Wewill treat the two cases ε1 = ε2 and ε1 ≠ ε2 together, since
the latter is a special case of the former with k1 = k2 = 1. Since we
consider 4 (n = 3) central oscillators and range r = 2, (13) gives
for k1 = 1 and k2 = k,

⟨H1⟩ = −
1
2

∞
m=1

A2
m{cos(mφ1) + cos(mφ2) + cos(mφ3)

+ k cos[m(φ1 + φ2)] + k cos[m(φ2 + φ3)]}

while, the corresponding persistence conditions (14) become
M(φ1) + kM(φ1 + φ2) = 0
M(φ2) + k [M(φ1 + φ2) + M(φ2 + φ3)] = 0
M(φ3) + kM(φ2 + φ3) = 0
which have the trivial solutions φi = 0, π , as well as non trivial
ones, as can be seen in Fig. 9.

By using the same arguments as in the previous section, which
are also verified by our numerical investigation we have that for
all the phase-shift breathers it is φ1 = φ3. At k = k(1)

cr = 0.3219
the anti-phase {φ1 = φ2 = φ3 = π} family becomes subject to
a bifurcation that generates the phase-shift 4-site breathers. We
should also note in passing (see details below) that, in addition
to this supercritical pitchfork, the figure reveals also a sub-critical
pitchfork bifurcation that terminates the two asymmetric branches
upon their collision with the branch corresponding to the mixed
family {φ1 = φ3 = π, φ2 = 0} at k(2)

cr = 1.0736.

5.2. Stability of multibreathers

The stability of the existing multibreather solutions can be
calculated by using the previously developed theory. Their cor-
responding characteristic exponents are given to first order of
approximation by (8). In the case under consideration of 4-site
(n = 3) breathers with range r = 2 we have from (17)

∂2
⟨H1⟩

∂φi∂φj
=

f1 + k f1+2 k f1+2 0
k f1+2 f2 + k f1+2 + k f2+3 k f2+3
0 k f2+3 f3 + k f2+3



and L =

 2 −1 0
−1 2 −1
0 −1 2


.
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Table 1
Stability of the various n = 2, r = 2, breather configurations depending on the values of P ≡

∂ω
∂ J and k. With the dash we denote that this particular family does not exist

for this range of values of k.
P k In-phase φ1 = φ2 = 0 Out-of-phase φ1 = φ2 = π Phase-shift φ1 = φ2 ≠ 0, π

Linear stability

P < 0 k < kcr Unstable Stable –
P < 0 k > kcr Unstable Unstable Stable
P > 0 k < kcr Stable Unstable –
P > 0 k > kcr Stable Unstable Unstable
a b

c d

Fig. 10. (Color online) The various families that appear in Fig. 9 are depicted. Portraits of the configuration of the central oscillators for the different multibreather families
are shown as insets in the corresponding diagrams. The line (or curve) type in the figures depends on the number of positive χz that the corresponding family possesses: no
positive χz corresponds to a solid line, 1 positive χz corresponds to a dashed line, 2 to a dash–dotted and 3 to a dotted line. In (a) two multibreather families are depicted.
The first is the in-phase one with {φ1 = φ2 = φ3 = 0 (or 2π)} which possesses 3 positive χz . The second one is the anti-phase one with {φ1 = φ2 = φ3 = π}. It has no
positive χz until k < k(1)

cr = 0.3219 while it has 1 positive χz for k > k(1)
cr . At this point the anti-phase family gives rise, through a supercritical pitchfork, to the phase-shift

{φ1 = φ2 ≠ 0, π} family. In (b) the mixed 1 configuration is shown {φ1 = φ2 = 0 or 2π, φ3 = π} or {φ1 = φ2 = π, φ3 = 0 or 2π}. These families possess 2 positive and 1
negative χz each. In (c) the mixed 2 family {φ1 = φ3 = π, φ2 = 0 or 2π} is shown. It possesses 1 positive χz for k < k(2)

cr = 1.0736 and no positive χz for k > k(2)
cr . At this

point the mixed 2 family collides with the phase-shift one. In (d) the phase-shift {φ1 = φ2 ≠ 0, π} family is shown and it is represented by φ1 = φ3 = (3) and φ2 = (2)
or φ1 = φ3 = (4) and φ2 = (5). It exists for k(1)

cr < k < k(2)
cr . At k = k(1)

cr it bifurcates from the anti-phase family, while at k = k(2)
cr it merges with the mixed 2 family, and

possesses no positive χz . Fig. 9 contains all of the above families together, where, when two line segments coincide the more dense is shown.
So, (16) gives

Z =
∂2

⟨H1⟩

∂φi∂φj
· L

=

 2f1 + kf1+2 kf1+2 − f1 −kf1+2

k(f1+2 − f2+3) − f2 2f2 + k(f1+2 + f2+3) k(f2+3 − f1+2) − f2
−kf2+3 kf2+3 − f3 2f3 + kf2+3

 .

For the general case φ1 = φ3, the eigenvalues of Z are

χz1 = 2(f1 + kf1+2) and

χz2,3 = f1 + f2 + kf1+2 ±


f 21 + f 22 − 2kf1f1+2 + k2f 21+2.

The only configurations that are not included in the case above are
the mixed ones {φ1 = φ2 = 0, φ3 = π} and {φ1 = φ2 = π, φ3 =

0}, which both have 2 positive χz , independently of the value of k.

Remark. The χz2 eigenvalues of the anti-phase and mixed config-
urations can be used in order to calculate the values of k(1)

cr and k(2)
cr .

The χz2 for the anti-phase configuration is

χz2 = 2fπ + kf0 +


2f 2π − 2kfπ f0 + k2f 20 .

Since for k = k(1)
cr it is χz2 = 0 we get k(1)

cr = −
fπ
3f0

≃
1
3 . The

last rough estimation can be performed only when we consider
breathers with frequency ω close to the phonon frequency ωp (see
also the discussion in the previous section), where |f0| ≃ |fπ |. In
order to be more precise, for the potential and frequency used in
the present work, we get kcr = 0.3219.

On the other hand, theχz2 eigenvalue for themixed {φ1 = φ3 =

π, φ2 = 0} configuration is

χz2 = f0 + (1 + k)fπ +


(1 − k)2f 2π + f0.

Since for k = k(2)
cr it isχz2 = 0we get k(2)

cr = −
f0

2fπ +f0
≃ 1 or, for the

specific potential and frequency used in this work k(2)
cr = 1.0736.

Remarks on the stability diagram of Figs. 9 and 10: In Figs. 9 and 10
all the multibreather families that exist in the present configura-
tion (n = 3, r = 2) are shown. The kind of line (or curve) used for
every segment depends on the number of positive χz as follows:
no positive χz → solid, 1 positive χz → dashed, 2 positive χz →

dashed–dotted, 3 positive χz → dotted. All the families shown in
Fig. 10 are depicted together in Fig. 9. Since, if two segments coin-
cide, the more dense is shown, in Fig. 9 we can see only solid and
dashed segments. The families which are depicted in these two fig-
ures are the following:

• {φ1 = φ2 = φ3 = 0 (or 2π)} (in-phase). This family is shown
in Fig. 10(a) and has 3 positive χz .
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Table 2
Stability of the various 4-site (n = 3) and range r = 2, breather configurations depending on the values of P ≡

∂ω
∂ J and k. With the dash we denote that this particular family

does not exist for this range of values of k.
P k In-phase

φ1 = φ2 = φ3 = 0
Out-of-phase
φ1 = φ2 = φ3 = π

Phase-shift
φ1 = φ3, φ2 ≠ 0, π

Mixed
φ1 = φ3 = π, φ2 = 0

Linear
stability

P < 0 k < k(1)
cr Unstable Stable – Unstable

P < 0 k(1)
cr < k < k(2)

cr Unstable Unstable Stable Unstable
P < 0 k > k(2)

cr Unstable Unstable – Stable
P > 0 k < k(1)

cr Stable Unstable – Unstable
P > 0 k(1)

cr < k < k(2)
cr Stable Unstable Unstable Unstable

P > 0 k > k(2)
cr Stable Unstable – Unstable
Fig. 11. (Color online) In these panels the various 4-site (n = 3) multibreathers families in a chain with interaction range r = 3 are shown. In the diagram we have
considered k2 variable, while k3 = 0.2 in the left panel and k3 = 0.4 in the right panel. The families depicted are qualitatively the same as the ones in the n = 3, r = 2
case. The only difference is that in the present case the value of k2(1)

cr where the supercritical bifurcation occurs depends strongly on k3 while the value of k2(2)
cr where the

subcritical bifurcation occurs remains almost fixed.
• {φ1 = φ2 = φ3 = π} (anti-phase). It is shown in Fig. 10(a)
and has no positive χz for k < k(1)

cr = 0.3219 while it possesses
one positive χz for k > k(1)

cr . At this point the anti-phase family
bifurcates to provide the phase-shift breather family.

• {φ1 = φ2 = 0, φ3 = π} or {φ1 = φ2 = π, φ3 = 0} (mixed 1).
These families are depicted in Fig. 10(b) and they both possess
2 positive χz .

• {φ1 = φ3 = π, φ2 = 0 (or 2π)} (mixed 2). It is shown in
Fig. 10(c). For k < k(2)

cr it has 1 positive χz , while for k > k(2)
cr

it has no positive χz . At k = k(2)
cr = 1.0736, this family collides

with the phase-shift family.
• φ1 = φ3, φ2 ≠ 0, π (phase shift). This family is represented in

Fig. 10(d) by φ1 = φ3 = (3) and φ2 = (2) (or φ1 = φ3 = (4)
and φ2 = (5)) and has no positive χz . It begins to exist at
k = k(1)

cr where it bifurcates from the anti-phase family and
cease to exist at k = k(2)

cr where it collides with the mixed 1
family. A representative of the phase-shift family is shown in
Inline Supplementary Video 5.

Inline Supplementary Video 5 can be found online at http://dx.
doi.org/10.1016/j.physd.2012.08.011.

Since the stability of the multibreathers is also determined by
the sign of P ≡ ε ∂ω

∂ J the above are summarized, in terms of the
linear stability of the corresponding configurations, in Table 2.

6. 4-site breathers with r = 3

The natural way to extend our study in 4-site breathers is to
consider range of interaction r = 3 (i.e., involving interactionswith
the 3 closest neighbors on each side of the chain), in order for all
the central oscillators to interact with each other.

6.1. Persistence of multibreathers

Bearing in mind that ϵi = ϵki and that k1 = 1, ⟨H1⟩ in this case
becomes

⟨H1⟩ = −
1
2

∞
m=1

A2
m{cos(mφ1) + cos(mφ2) + cos(mφ3)
+ k2{cos[m(φ1 + φ2)] + cos[m(φ2 + φ3)]}

+ k3 cos[m(φ1 + φ2 + φ3)]},

while the corresponding persistence conditions become

M(φ1) + k2M(φ1 + φ2) + k3M(φ1 + φ2 + φ3) = 0
M(φ2) + k2 [M(φ1 + φ2) + M(φ2 + φ3)]

+k3M(φ1 + φ2 + φ3) = 0
M(φ3) + k2M(φ2 + φ3) + k3M(φ1 + φ2 + φ3) = 0.

For every ki, there exist the usual φi = 0, π solutions, as well
as others as it can be seen in Fig. 11. By keeping k3 constant, we
get various mono-parametric bifurcation diagrams with k2 as the
parameter. Again, for all the phase shift configurations it is φ1 =

φ3. In Fig. 11, the bifurcation diagrams for two values of k3 are
depicted, k3 = 0.2 and k3 = 0.4. We see that the value of k2(1)

cr
where the supercritical bifurcation occurs depends strongly on the
value of k3, while the value of k2(2)

cr remains almost constant at
k2(2)

cr ≃ 1.075. The dependence of k2cr with respect to k3 is shown
in Fig. 12.

Note that for k3 → 0 this case coincides with the r = 2 case
(i.e., the latter is a special case example) and we retrieve the
diagram of Fig. 9.

6.2. Stability

As it has already been mentioned, the stability of the multi-
breathers is determined by the sign of the eigenvalues χz i, of ma-
trix Z (16). By (17) we get as given in Box I. Its eigenvalues are, for
φ1 = φ3 and non-specific values of φi,

χz1 = 2(f1 + k2f1+2)

χz2,3 = f1 + f2 + k2f1+2 + k3f2φ1+φ2

±


f 21 + f 22 − 2k2f1f1+2 + k22f

2
1+2 − 2k3f2f2φ1+φ2 + k23f

2
2φ1+φ2

.

Although such analytical formulas exist and accurately predict
the stability and bifurcations of the system, a clearer understand-
ing emerges from the observation of the associated bifurcation di-
agrams (Fig. 11). The diagrams present exactly the same solution

http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
http://dx.doi.org/10.1016/j.physd.2012.08.011
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∂2
⟨H1⟩

∂φi∂φj
=

f1 + k2f1+2 + k3f1+2+3 k2f1+2 + k3f1+2+3 k3f1+2+3
k2f1+2 + k3f1+2+3 f2 + k2(f1+2 + f2+3) + k3f1+2+3 k2f2+3 + k3f1+2+3

k3f1+2+3 k2f2+3 + k3f1+2+3 f3 + k2f2+3 + k3f1+2+3


and since

L =

 2 −1 0
−1 2 −1
0 −1 2


we finally get

Z =
∂2

⟨H1⟩

∂φi∂φj
· L =

 2f1 + k2f1+2 + k3f1+2+3 k2f1+2 − f1 k3f1+2+3 − k2f1+2
k2f1+2 + k3f1+2+3 − f2 − k2f2+3 2f2 + k2(f1+2 + f2+3) k2f2+3 + k3f1+2+3 − f2 − k2f1+2

k3f1+2+3 − k2f2+3 k2f2+3 − f3 2f3 + k2f2+3 + k3f1+2+3



Box I.
Fig. 12. (Color online) The values of the two k2cr , where the bifurcations occur,with
respect to k3 . Although k2(1)

cr depends strongly on k3, k2(2)
cr remains almost constant

at k2(2)
cr ≃ 1.075.

families as in Fig. 9, but in this case the value of k2(1)
cr , where the

supercritical bifurcation occurs, is strongly affected by the value of
k3, while, the value of k2(2)

cr , where the subcritical bifurcation oc-
curs remains almost constant with k2(2)

cr ≃ 1.075 (Fig. 12). This
indicates that, for the range of values of k3 considered in this figure,
the parametric interval of k2 (the strength of next-nearest neigh-
bor interactions) over which phase-shift solutions exist narrows as
k3 (the strength of interaction with the third-nearest-neighbors) is
increased.

7. 4-site breathers in a 2D square lattice with r = 2

We now turn our considerations to the case of a square lattice,
as the one in Fig. 13, with nearest-neighbor interactions, not only
with the horizontal and vertical neighbors, but with the diagonal
ones as well. The latter interaction is assumed to have a strength
ϵ2 = kϵ1 (where ϵ1 ≡ ϵ will be taken to denote the coupling
strength of adjacent nodes along the lattice axes). The Hamiltonian
for this system is

H =

∞
i=−∞

∞
j=−∞


1
2
p2ij + V (xij)



+
ε1

2

∞
i=−∞

∞
j=−∞


(xij − xi−1,j)

2
+ (xij − xi,j−1)

2
+

ε2

2

∞
i=−∞

∞
j=−∞


(xij − xi−1,j−1)

2
+ (xij − xi−1,j+1)

2 (27)
i=-2 i=-1 i=0 i=1 i=2 i=3

j=-2

j=-1

j=0

j=1

j=2

j=3

0

23

1

Fig. 13. (Color online) In the square lattice under consideration each oscillator is
coupled with its neighbor not only in the horizontal and vertical directions but in
the diagonal directions as well. So, every lattice site interacts with its 8 neighbors
instead of the 4 of the classical KG square lattice configuration. In this setting, we
consider 4-site breathers. Let the encircled oscillators in the figure be the central
oscillators which are denoted as 0, 1, 2, 3 respectively.

or

H = H0 + εH1 =

∞
i=−∞

∞
j=−∞


1
2
p2ij + V (xij)



+
ε

2

∞
i=−∞

∞
j=−∞

{(xij − xi−1,j)
2
+ (xij − xi,j−1)

2

+ k[(xij − xi−1,j−1)
2
+ (xij − xi−1,j+1)

2
]}. (28)

We consider 4 ‘‘central’’ oscillators in the anti-continuum limit and
we denote them by 0, 1, 2, 3 as it is shown in Fig. 13. We have then
φ1 = w1 − w0, φ2 = w2 − w1, φ3 = w3 − w2 and φ4 = w0 − w3.
But since, by construction, we have φ4 = 2π − φ1 − φ2 − φ3, we
have finally only 3 independent φi’s. The ⟨H1⟩ in this case is

⟨H1⟩ = −
1
2

∞
m=1

A2
m{cos(mφ1) + cos(mφ2)

+ cos(mφ3) + cos[m(φ1 + φ2 + φ3)]

+ k{cos[m(φ1 + φ2)] + cos[m(φ2 + φ3)]}}

and the corresponding persistence conditions are

M(φ1) + M(φ1 + φ2 + φ3) + kM(φ1 + φ2) = 0
M(φ2) + M(φ1 + φ2 + φ3) + k[M(φ1 + φ2) + M(φ2 + φ3)] = 0
M(φ3) + M(φ1 + φ2 + φ3) + kM(φ2 + φ3) = 0.
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Fig. 14. (Color online) In this diagram, the various multibreather families of the
square lattice configuration, are depicted. The value of k determines the strength
of the coupling in the diagonal direction. For a more detailed description of the
particular families one can also refer to Fig. 15.

This case coincides with the 1D 4-site r = 3 chain case, with
k3 = k1 = 1 and k2 = k. Hence, the results (both for the per-
sistence and the stability of the solutions) are a special case of the
previous section. All the existingmultibreather families of this con-
figuration are depicted in Fig. 14.

In this diagram we can observe the appearance of {φ1 = φ2
= φ3 = π/2} family, which is the vortex solution of the classical
square Klein–Gordon lattice; see e.g., the relevant discussion
in [21]. In addition, there are several phase-shift families, the sta-
bility of which will be analyzed below. Interestingly, all these
phase-shift breathers cease to exist at a critical value of k = k(2)
cr =

1.03549 except of the vortex one.
The multibreather families that are supported by the present

configuration are described in what follows.

• {φ1 = φ2 = φ3 = 0} (in-phase) It is shown in Fig. 15(a). It
possesses 3 positive χz independently of the value of k2.

• {φ1 = φ2 = φ3 = π/2} (vortex). It is shown in Fig. 15(a). It has
no positive χz independently of the value of k2 and does not in-
teract (i.e., collide) with any other family of solutions.

• {φ1 = φ2 = φ3 = π} (anti-phase). It is shown in Fig. 15(a). It
has no positive χz for k < k(1)

cr = 0.96572, while for k > k(1)
cr it

acquires 2 positive χz .
• {φ1 = φ3 = π, φ2 = φ} (phase-shift 1). It is represented in

Fig. 15(b) by φ1 = φ3 = (1) and φ2 = (2) or φ1 = φ3 = (1)
and φ2 = (3). It exists for k(1)

cr < k2 < k(3)
cr = 1.0355. It bi-

furcates from the anti-phase family at k = k(1)
cr and possesses

3 negative χz for k(1)
cr < k < k(2)

cr = 1.0344. At k2 = k(2)
cr it

collides with the phase-shift 2 family in a subcritical pitchfork
bifurcation. So, for k(2)

cr < k < k(3)
cr it possesses 2 negative and a

positive χz . At k = k(3)
cr it collides with the mixed family.

• {φ1 = φ3 = π, φ2 = 0} (mixed). It is shown in Fig. 15(c). It has
2 positive χz for k < k(3)

cr and 1 positive χz for k2 > k(3)
cr .

• (phase-shift 2a) It is represented in Fig. 15(d) by φ1 = φ3 = (4)
and φ2 = (8) which collides with the φ1 = φ3 = (5) and
φ2 = (6) for k2 = k(2)

cr and has 1 positive χz .
• (phase-shift 2b) It is represented in Fig. 15(d) by φ1 = φ3 = (4)

and φ2 = (9) which collides with the φ1 = φ3 = (5) and
φ2 = (7) for k2 = k(2)

cr and has 1 positive χz .
a b

c d

Fig. 15. (Color online) The various multibreather families that constitute Fig. 14 are depicted. Portraits of the configuration of the central oscillators for the different
multibreather families are shown as insets in the corresponding diagrams. Note that, for better presentation, instead of showing the 4 central oscillators in a square
configuration, we show their 1D equivalent. The line (or curve) type in the figures depends on the number of positive χz the corresponding family possesses: no positive χz
corresponds to solid line, 1 positive χz corresponds to dashed line, 2 to dashed–dotted and 3 to dotted line. In (a) three families are shown. The first family is the in-phase
one {φ1 = φ2 = φ3 = 0 or 2π}, which possesses 3 positive χz . The second family is the vortex {φ1 = φ2 = φ3 = π/2 (or 3π/2)} family. It possesses no positive χz . The
third family is the anti-phase one {φ1 = φ2 = φ3 = π}. This family possesses no positive χz for k < k(1)

cr = 0.96572, while for k > k(1)
cr it acquires 2 positive χz . At this

point it bifurcates to provide the phase-shift 1 family. In this figure only the inset of the vortex family is present because all the others are the same as the ones presented
for the equivalent 1D configuration, in Figs. 10. In (b) the phase-shift 1 {φ1 = φ3 = π, φ2 = φ} family is shown, which exists for k(1)

cr < k < k(3)
cr = 1.03549. It is depicted

by φ1 = φ3 = (1) and φ2 = (2) or φ1 = φ3 = (1) and φ2 = (3). It possesses no positive χz for k(1)
cr < k < k(2)

cr = 1.0344. At k = k(2)
cr it collides with the phase-shift 2

family. For k(2)
cr < k < k(3)

cr the family possesses 1 positive χz . At k = k(3)
cr it collides with the mixed family. In (c) the mixed family {φ1 = φ3 = π , φ2 = 0} is depicted. It

has 2 positive χz for k < k(2)
cr and 1 positive χz for k2 > k(3)

cr . Finally in (d) two phase-shift families are depicted. The phase phase-shift 2a family, which is represented by
φ1 = φ3 = (4) and φ2 = (8) which collides with the φ1 = φ3 = (5) and φ2 = (6) for k2 = k(2)

cr , and the phase-shift 2b family which is represented by φ1 = φ3 = (4) and
φ2 = (9) which collides with the φ1 = φ3 = (5) and φ2 = (7) for k2 = k(2)

cr . They both possess 1 positive χz .
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Notes on Figs. 14 and 15:

1. At k = k(2)
cr the φ2 = (3) branch of the phase-shift 1 family col-

lides with the phase-shift 2a family, while the φ2 = (2) branch
of the phase-shift 1 family collides with the symmetric (and
equivalent) of branches φ2 = (7) and φ2 = (9) of the phase-
shift 2b family.

2. At k = 0 the phase-shift 2 family approaches very much the
vortex family, so it is plausible to expect that at that point they
coincide. Yet, there is a small difference in the values of φi of
the two families due to the nonlinear character of the oscilla-
tors constituting the lattice, i.e., due to the existence of an in-
finity of terms in the development (4). For a smaller frequency
of oscillation, the nonlinear character of the oscillation becomes
stronger, hence the terms after the first in (4) become larger and
the two families are more clearly separated.

8. Discussion—comparison with the DNLS results

It should be noted here that a number of results similar to
the ones presented herein have been recently obtained in the
context of theDNLS equation e.g. in [27,28]. The setting of theDNLS
essentially reflects a special case example of our Klein–Gordon
calculation where instead of the existence and stability conditions
reflecting a sum over all the harmonics, due to the U(1) invariance
of the underlying model, only the first harmonic is present.
Nevertheless, the latter is sufficient to induce a number of
the conclusions that we inferred herein. In particular, next-
nearest neighbor interactions create phase-shift multibreathers
(which were also parallelized to discrete vortex breathers in
hexagonal lattices), as illustrated in [27]. As also shown in the
same work, the long range interactions may drastically affect
the stability properties of two-dimensional discrete vortices (in
square lattices). On the other hand, the work of [28] provided
a different analytical handle, via variational approximations, on
the solutions that arise in settings with long range interactions.
Furthermore, it was able to capture phenomena (both analytically
and numerically) such as the supercritical or subcritical pitchfork
bifurcations for such phase-shift multibreather solutions with
NNN interactions. For instance, in the DNLS case the supercritical
bifurcation leading to the emergence of such solutions would
happen precisely at k = 0.5 (due to the relevance of just the first
harmonic) and not at k = 0.48286 as obtained here in Section 4 B
for the Klein–Gordon case. Nevertheless, the basic phenomenology
remains intact.

It should also be noted here that the DNLS enables a wealth of
additional results on the existence of localizedmodes e.g., based on
homoclinic orbits andmap type approaches [39], aswell as on their
asymptotic stability e.g., based on dispersive decay estimates [40].
Nevertheless, there are techniques that are common to both DNLS
and Klein–Gordon type lattices, including the ones of continuation
from the anti-continuum limit as used here. Another class of
such common techniques, but from the ‘‘opposite limit’’, namely
the continuum has been developed for the DNLS, with a recent
example being the work of [41]. There, the use of ideas from finite
element methods and variational analysis has enabled a proof of
convergence to the ground state and a characterization of the
localization length. Using, once again, the analogies between the
DNLS and Klein–Gordon lattices, the work of [42] enabled the
extension of results of existence of DNLS localized modes [43] in
the small amplitude, near-continuum limit to the breathers of the
Klein–Gordon type of chains.

9. Conclusions

Classical Klein–Gordon chains with nearest neighbor interac-
tions support multibreather solutions only with phase differences
between successive oscillators of φi = 0, π . There, the stability
scenarios are specific and well known. For a KG chain with P =

ε ∂ω
∂ J < 0 the anti-phase configuration is the only stable one, while

for P = ε ∂ω
∂ J > 0 the in-phase configuration is the only stable

multibreather solution.
On the other hand, in chains with long range interactions the

picture is substantially different. First of all, in such chains, multi-
breathers with φi ≠ 0, π (phase-shift multibreathers) can be sup-
ported in addition to the standard φi = 0, π ones. The existence
of phase-shift multibreathers as well as the specific φi’s of such
profiles depend on the various coupling parameters εi within the
chain. There are critical values of ki = εi/ε1 past which a bifur-
cation occurs (typically a supercritical pitchfork) and phase shift
breathers begin to exist. Past this bifurcation point, the stability
properties of the existing multibreathers are significantly modi-
fied, although this also depends on the particular (soft or hard)
nature of the nonlinearity. As, however, additional parameters are
tuned (e.g., higher ranges of neighbor interactions), it is also possi-
ble for such phase-shift solutions to terminate in subcritical pitch-
fork bifurcations.

These results are not unique to the realm of one-dimensional
lattices with higher range of interactions. They can also be de-
veloped for two-dimensional square lattices in which case they
may lead to bifurcations or terminations of the families of discrete
vortices which arise therein. Such vortices sustained by the two-
dimensional analogs of the lattice can be of either a symmetric or
asymmetric type. In particular, in the case considered herein, the
presence of diagonal coupling within the square was critical in in-
ducing the emergence of such asymmetric patterns.

This study opens a number of a directions for further inves-
tigation. Firstly, it would be very relevant to examine particular
functional forms of the decay of the long range interactions
(e.g., exponentially or polynomially decaying ones) to identify
whether any systematic conclusions can be derived on the basis
of such decay laws. As one such example, where the nature of
the interactions plays a critical role on the properties of the lo-
calized modes, we mention the work of [44] on single-site local-
ized modes of the DNLS with algebraically decaying interactions
showing a crossover in their decay properties, and a modification
of their existence energy thresholds as a function of the exponent
of the algebraic decay of the interactions. Secondly, itwould also be
very interesting to examine the interplay of the geometry of higher
dimensional lattices (and the interactions that they present) with
the strength of the long range interactions that can be considered
therein and to try to derive some general conclusions about the
possible stable/unstable discrete soliton and discrete vortex solu-
tions. Finally, an important and immediate direction that can be
followedwith the results of the paper in hand could be the effect of
long-range interaction in phase-shift phonobreathers, whose sta-
bility for nearest-neighbor interaction was considered in [32]. A
physical application of relevance and worthwhile of further inves-
tigation concerns the biological models for DNA [45,46] or pro-
tein alpha-helices [47], where dipole long-range interactions are
relevant.
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